
Challenge Overview



Challenge Task
WebVision Image Classification Task

● Learn models on the WebVision train set and evaluate on the val and test set



Challenge Platform



Challenge Schedule



Submission Policies
● Each participant may have maximum 10 submissions during development 

phase.
● Each team may have 5 submissions during test phase.
● Learn vision models from noisy data (WebVision dataset).
● No extra data is allowed to use.



Provided Tools



Number of participants

We have 6 teams to submit valid results to image classification track.



Challenge Results: Classification Track



Qualitative results: easy classes

● n01837072 frogmouth: insectivorous bird of Australia and southeastern Asia having a wide frog-like mouth.
● n02509815 lesser panda, red panda: reddish-brown Old World raccoon-like carnivore; in some classifications 

considered unrelated to the giant pandas



Qualitative results: hard classes
● n07574426 refection: a light meal or repast.

● n02952237 canopy: the transparent covering of an aircraft cockpit.         



Team: CMIC
Modalities: Image, Query ID

Our method is based on the ResNet with a contrastive-additive network



Team: INFIMIND
Modalities: Image, Query ID

1 incepv4_train_original_data 

2 incepv4_train_original_data_more_time 

3 incepv4_train_original_data_and_the_same_label_distribute_like_val 

4 incepv4_train_more_time 

5 incepv4_train_more_time.



Team: EBD_birds
Modalities: Image, Query ID

Our method is based on the googlenet-bn and resnet50.

Entry 1: single model googlenet-bn A 

Entry 2: model googlenet-bn A with five multicrop 

Entry 3: model googlenet-bn A with ten multicrop 

Entry 4: model googlenet-bn B with five multicrop 

Entry 5: model googlenet-bn B with ten multicrop



Team: ACRV_ANU 
Modilites: Image, Query ID

Architecture: Densenet121

1. sample the images according to the inverse of its frequency
2. explore self-supervised pre-training as way to promote robustness to label 

noise



Team: Overfit
Modalities: Image, Query ID

Architecture: SENet+ResneXt101, Inception v3, DenseNet

At the first stage, we use all noisy labeled data to train a 'coarse' network. 

At the second stage, some clean samples are selected out based the confidence 
value. We only use those "clean" samples to train a 'fine' network at this stage. 

At the third stage, We again use all images to train the network, which could bring 
some useful noise to make the network more robust. 



Team: Vibranium
Modality: Image, Query ID

Class-weighted loss

Clustered-weighted sampling strategy

Instance-weighted sampling strategy

Multi-instance learning(MIL)

Model ensemble


