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Challenge: Data Imbalance
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Challenge: Label Noise



Curriculum learning 

—Train CNNs using samples with increasing complexity

“Humans and animals learn much better when the examples are not randomly 
presented but organized in a meaningful order which illustrates gradually more 
concepts, and gradually more complex ones.”

Y. Bengio, J. Louradour, R. Collobert, and J. Weston, Curriculum Learning, ICML, 2009. 
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Methodology: Curriculum Learning
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Methodology: Curriculum Design
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Methodology: Curriculum Design
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Methodology: Training with Curriculum Learning
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June 26, 2017 Methodology: Models with Different Training Schemes



Mini-batch = 256

Curriculum Design = 3 Clusters

- Classes balance only on Cluster_1

—> Randomly select 128 classes

—> Each class only has one sample

- Samples balance among clusters (three clusters applied)
[Cluster_1 = 128, Cluster_2 = 64, Cluster_3 = 64]

June 26, 2017 Methodology: Selective Data Balance
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Enhance low-level features which improve the performance (about 0.5%).

June 26, 2017 Methodology: Multi-Scale Convolutional Kernel



Method top1 top5

Model-A 33.4% 16.8%

Model-B 31.4% 12.2%

Model-C 28.7% 11.3%

Model-D 27.5% 10.4%

Table1.
Performance of four different models with Inception_v2 architecture on 
validation set.
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Result: Single Model, Single Crop



Figure1. Testing loss of 
four different models 
with Inception_v2

June 26, 2017 Result: Testing Loss



Figure2.Top 1 and Top 5 accuracies with Inception_v2 on validation set.

June 26, 2017 Result：Top 1 and Top 5 Accuracies



Table2.
Performance of various networks  with model-D on validation dataset (10 crops) .

Method top1 top5

Inception_v2 26.1% 9.2%

Inception_v3 22.2% 6.9%

Inception_v4 21.0% 6.5%

Inception_Renset_v2 20.3% 6.2%
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Result: Various Architectures
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Result: Final Results with Ranking
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AI for Product Recognition.
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Integrate Artificial Intelligence into the Product Supply Chain.
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