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Degraded image

1. Introduction 

Clean image
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• Conventional Image restoration assumes that the input image is corrupted with a single and fixed-intensity

• However, various types of corruption with unknown strength can be applied in real-world applications

• We integrate the complex perspectives on the multi-distortion nature and propose a new dataset 

• To effectively restore the multi-degraded image, we propose a distortion information-guided network(DIGNet)

Image restoration example



2. Holistic Multi-Distortion Dataset(HMDD)



• Applying multiple distortion sequentially to entire image.

• restore a single distortion.

Gaussian noise, 

Gaussian blur, 

JPEG compression

Mixed distortion image

Gaussian noise, 

Gaussian blur, 

JPEG compression
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• Applying spatially-heterogeneous distortion.

• restore mixed distortions.

Spatially-heterogeneous distortion image

Previous Multiple Distortion Dataset

Mixed Distortions Dataset 

(Yu et al. 2018)[1]

Spatially-Heterogeneous Distortion Dataset 

(Sijin et al. 2020)[2]

Gaussian 

blur

Gaussian 

noise



Holistic Multi-Distortion Dataset(HMDD)

• We integrates both sequential and spatial distortions.

• Also, we make another dataset based on the weather & blur distortions as HMDD-r

Holistic Multi-distortion image

Gaussian noise, 

Gaussian blur, 

JPEG compression

JPEG 

compression
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Mixed distortion image

Spatially-heterogeneous distortion image

+ =

Weather & Blur noise



HMDD

• Based on DIV2K (Agustsson et al. 2017)

• HMDD

• Gaussian blur, noise, JPEG

• HMDD-r

• Snow, F-noise, Defocused blur
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HMDD Process

• First, split the clean image 𝐼𝑔𝑡 into 𝑘 pieces, where 𝑘 ∈ [2,4,9]

𝐼𝑔𝑡 ⟶ {𝐼𝑔𝑡
1 , … , 𝐼𝑔𝑡

𝑘 }

𝑘 = 2 𝑘 = 4 𝑘 = 9
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HMDD Process

• Second, apply distortions

• Randomly choose from the given distortions.

• Randomly select the intensity of the distortion

• And, 𝐼𝑑𝑖𝑠
𝑖 = 𝐷𝑖(𝐼𝑔𝑡

𝑖 ); 𝐷𝑖 = 𝐷𝑏
𝑖 ∘ 𝐷𝑛

𝑖 ∘ 𝐷𝑗
𝑖 , for 𝑖 = 1, … , 𝑘

where ∘ denotes function composition.

• 𝐼𝑑𝑖𝑠 ⟵ {𝐼𝑑𝑖𝑠
1 , … , 𝐼𝑑𝑖𝑠

𝑘 }
𝑝𝑏 , 𝑝𝑛, 𝑝𝑗 : arbitrary value between 0 and 1.
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Distortion label

• Creating a spatial distortion label M for learning the Recognition network from distortion image 𝐼𝑑.

• The pixel-wise distortion label M includes the multi-hot embedding for the presence of the distortion along 
with its strength value. 

𝐼𝑑𝑒𝑛𝑡𝑖𝑡𝑦

Gaussian blur Gaussian noise JPEG compression
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Spatial distortion label M
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3. Distortion Information-guided network (DIGNet)



Distortion Information-Guided Network

• Our proposed restoration framework, DIGNet, is composed of the recognition and the restoration module.

• The recognition module generates the Conditional Distortion Information(CDI) from the predicted distortion.

• The restoration part reconstructs the corrupted image by the distortion guidance from the recognition module

Pixel-wise distortion labels M

𝑥
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𝑓𝑐𝑑𝑖 = 𝐹𝑚𝑎𝑝( ෡𝑀)
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• The goal of the recognition module is to recognize the distortion types and intensity

• Since our framework assumes that different distortions can be applied for each region, we formulate this as 
the segmentation tasks. 

• Shared encoder & distortion specific representations 

Recognition module
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features
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Recognition module - ASPP

• Our UNet based recognition module contains ASPP block at the first layer of the decoder.

• ASPP is proposed to capture the multi-scale contextual information by overlapping Atrous pooling 
layers.  
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Restoration Module
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• For restoration with CDI, the mapping network 𝐹𝑚𝑎𝑝

produce feature 𝑓𝑐𝑑𝑖 as follows: 𝑓𝑐𝑑𝑖 = 𝐹𝑚𝑎𝑝( ෡𝑀)

𝑭𝒎𝒂𝒑



Residual block
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𝛼

• Spatial Feature Transform (SFT) (Wang et al. 2018)[4] 
delivers information by scaling and shifting features 𝑥
through the modulation parameters 𝛼, 𝛽.

• 𝑆𝐹𝑇(𝑥) = 𝛼 ⊗ 𝑥 + 𝛽
⊗ : element-wise multiplication

𝛽
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Restoration Module
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• We now produce intermediate feature 𝑓0 as : 𝑓𝑓 = 𝐹𝑓 𝑓0; 𝛼, 𝛽 , 𝑓0= 𝑓𝑓 + 𝑓0

• Finally, we generate the cleaned image ො𝑦 by using the image reconstruction module 𝐹𝑟 as
ො𝑦 = 𝐹𝑟 𝑓0 + 𝑥

𝑭𝒓
𝒇𝒇 = 𝑭𝒇 𝒇𝟎; 𝜶, 𝜷 ,



4. Experiments



Metrics
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1. PSNR, SSIM : pixel driven metrics
-> To compare the restoration performance

2. Accuracy(Blur, Noise, JPEG)
: pixel-wise accuracy per channel

Accuracy(Pixel)
: the percentage of pixels that 
match the values of three channels 

-> To compare the performance of recognition module
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Analysis of Recognition module
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1. PSNR, SSIM : pixel driven metrics
-> To compare the restoration performance

2. Accuracy(Blur, Noise, JPEG)
: pixel-wise accuracy per channel

Accuracy(Pixel)
: the percentage of pixels that 
match the values of three channels 

-> To compare the performance of recognition module



Quantitative Comparisons with other methods
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Qualitative Comparisons with other methods
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GT

(PSNR/SSIM)

Input

(11.01/0.2456)

Base Network

(13.81/0.5430)

EDSR

(13.36/0.5174)

EDSR + SDI

(14.95/0.6501)

MEPSNet

(12.25/0.3902)

OWAN

(11.49/0.3096)

OWAN + SDI

(14.31/0.5924)

MEPSNet + SDI

(15.73/0.7058)

DIGNet

(16.76/0.7309)
Distortion types: Gaussian blur, 

Gaussian noise, JPEG compression

GT

(PSNR/SSIM)

Input

(27.52/0.6828)

OWAN

(27.84/0.6954)

MEPSNet

(29.36/0.7796)
Base Network

(31.90/0.8852)

OWAN + SDI

(31.31/0.8616)

MEPSNet + SDI

(32.23/0.8888)

DIGNet

(32.55/0.8975)

EDSR

(30.90/0.8563)

EDSR + SDI

(32.53/0.8966)
Distortion types: Gaussian blur

Input MEPSNet + SDI DIGNet

Input EDSR + SDI DIGNet



5. Conclusion



Conclusion

• We introduce a novel dataset HMDD, which is a more realistic dataset by fusing two previously proposed 
dataset generation methods, each focusing on sequential and spatial distortions, respectively. 

• Our DIGNet outperforms other methods in multi-distortion image reconstruction performance by predicting 
spatial distortion information through recognition module and then injecting it into the feature map of 
the reconstruction module.

• In addition, when the spatial distortion information is applied to the other models, other methods show high 
performance improvement.
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