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Motivation: What is Efficient

Trade-off: model complexity vs restoration quality
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Focus of Our Work: Runtime Optimization

RLFN: 1st place winner in the main track of NTIRE 2022 efficient super-resolution challenge.

lResidual local feature block     
lNovel feature extractor of contrastive loss
lWarm-start training strategy

to speed up runtime

to boost the SR performance
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Network Architecture



Network Architecture
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Simplify ESA

There are three Conv layer in the Conv Groups of ESA

Pruning sensitivity analysis shows high redundancy in Conv 
Groups, so we set only one Conv layer in Conv Groups



Revisiting the Contrastive Loss



Contrastive Loss

anchor=output of network，pos=HR，neg=bicubic LR

The basic idea of contrastive loss is to push positives closer to anchors, and push 
negatives away from anchors in the latent space



Feature Extractor of Contrastive Loss

Our feature extractor：

• Structure: Conv_k3s1 + Tanh + Conv_k3s1
• Replace Relu with Tanh



Warm-Start Training Strategy



Warm-Start Strategy
• In the first stage, the model is trained from scratch.
• In the next stage, load the weights from previous stage and train model with the same settings.
• Train a model in multiple stages to get better results.



RLFN for NTIRE 2022 efficient 
super-resolution challenge



RLFN for NTIRE 2022 Challenge 

Architecture：4 RLFBs with 48 channels
training steps：
• train model from scratch with L1 loss
• employ warm-start policy and train model twice
• change loss to L1 loss + 255*Contrastive loss
• prune the model with L1 loss
• finetune with MSE loss

Scan to get our code and model!

Pruning:

1st place winner in the main track (runtime track)



THANKS

Scan to get our 
code and model!


