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Abstract
Problem Statement
Event Camera Aided Dynamic Scene Deblurring

Contribution
We propose an event camera-aided two-branch network structure,
Motion Aware Double Attention Network (MADANet), which pays
special attention to the areas with high blur. First, event data is
efficiently used to locate these high-level blur regions, then event
data is also injected onto feature space to provide required motion
information needed to deblur images.

Methodology
Current challenge: The large pixel sizes of the available event cam-
eras (low spatial resolution)

• MADANet has two sub-networks, as illustrated in Figure 1,
the High Blur Region Segmentation (HBRS) module and the
deblurring module.

• Given a blurry image and the corresponding event frames the
HBRS predicts the high blur regions caused by high relative
local motion.

• Having two branches, the MADANet utilizes the predicted
high blur mask to process the feature maps through these
branches in a way that one branch gives special attention to
the high blur regions.

• The event frames are injected directly into the lower-
resolution feature space. In this way, low spatial resolution
event data can be efficiently used to deblur higher resolution
RGB frames.
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Conclusion
Key features

• Double usage of event
data

• Investigating the impact
of motion segmentation

• Double branch, double
attention mechanism in
network

• Event frame injection on
low resolution feature
space


