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Section1: Introduction

Our contributions:
➢ We propose the Transposed Attention Block 

(TAB) and the Scale Swin Transformer Block 
(SSTB).

➢ We propose a dual branch structure for patch-
weighted quality prediction.

➢ Our method ranked first place in the final 
testing phase of the NTIRE 2022 Perceptual 
Image Quality Assessment Challenge Track 2: 
No-Reference.

Section2: Model Architecture

3.1 Transposed Attention Block 3.2 Scale Swin Transformer Block

𝑋 = 𝐴𝑡𝑡𝑛 𝑄, 𝐾, 𝑉 + 𝑋

𝐴𝑡𝑡𝑛 𝑄, 𝐾, 𝑉 = 𝑉 ⋅ 𝑆𝑜𝑓𝑡𝑚𝑎𝑥( 𝑄 ⋅ 𝐾/𝛼)

From the concatenated feature, 
our TAB plays: 𝐹𝑖,𝑗 = 𝐻𝑆𝑇𝐿𝑖,𝑗(𝐹𝑖,𝑗), 𝑗 = 1,2

Given the input feature 𝐹𝑖,0:

The output of SSTB is formulated as:

𝐹𝑜𝑢𝑡 = α ⋅ 𝐻𝐶𝑂𝑁𝑉 𝐻𝑆𝑇𝐿 𝐹𝑖,2 + 𝐹𝑖,0

3.3 Dual branch structure for patch-weighted quality prediction

The architecture of the proposed approach

Visualization

Comparison of MANIQA v.s. state-of-the-art NR-IQA algorithms


