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MOTIVATION PROPOSED METHOD

EXPERIMENT RESULTS

PLCC: Pearson product-moment  correlation coefficient
SROCC: Spearman rank-order correlation coefficient
MainScore: PLCC + SROCC

Evaluation Metrics

Results on Public Dataset

Results of NTIRE NR-IQA Challenge

Results on PIPAL Dataset

Scalar Plots with MOSs

Overall Framework
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Ø We propose a novel method for no-reference image 
quality assessment:

The network architecture is based on a 
Swin Transformer[1] with fused features 
from multiple stages

MODEL

A Siamese network is optimized with both
rank loss and regression loss during 
training time

DATA

Data augmentation technique are used 
addressing the problem of insufficient 
labeled data.

STRATEGY

Ø The predicted results of the IQA model should be close to human ratings 
Regression loss: 
evaluates the absolute distance between the MOSs and the predicted results

Exponential rank loss: 
explicitly exploits relative rankings of image pairs in the dataset 

Learning Objectives
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ABLATIONS

Task
Ø To develop a model that can automatically assess 

the perceptual quality of images, without 
references from the pristine-quality images

Image
QualityIQA model

Human

Data Augmentation

Resize Crop Rotation • up-sampling 
minority classes

Weighted 
sampling• RGB

• HSV
• LAB
• …

Color Space 
Changing

Ø Training: augmentation techniques are all used with specific probabilities for 
Rotation and Color Space Changing respectively.

Ø Testing: only Resize and Crop are used.

INTRODUCTION

Challenges
Ø Diverse types of distortions
Ø Lack of large-scale labeled datasets


