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The input features are split into the set of local and global features to learn 
local-to-local, local-to-global, global-to-local, and global-to-global mappings. Since 
the local features do not require long-range dependency, they are directly mapped to 
new local features using a vanilla convolution layer. For local-to-global mapping, it 
explores the global dependency for each query pixel using non-local attention model. 
The global-to-global mapping requires that the features are first transformed to 
frequency domain to widen the receptive field, and then transformation is applied to 
generate new global features. The new learnt features are mapped back to spatial 
domain to generate new set of global features.  The split ratio is a hper-pramater and 
best one is found through ablation study.

Non-Local Fast Fourier Convolution

The main objective is to study the effectiveness of Fourier features in 
learning long range dependencies for image super-resolution. The role of 
different features in the image quality is further analyzed to enhance the 
super resolution quality.

Objectives Interesting Observations

The role of Non-Local Attention in the global-to-global mapping is 
evaluated in terms of both distortion and perceptual quality. For a given 
training condition (with or without adversarial learning), Non-Local 
Attention always improves the perceptual quality and reduces distortion.  

Results & Conclusions
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Fraction of Global Features
(⍺ )

PSNR (dB) SSIM NIQE

               0.2 28.21 0.8676 6.14
               0.3 28.97 0.8719 5.88
               0.4 29.68 0.8801 5.04
               0.5 32.76 0.9018 4.89
               0.6 31.60 0.8961 5.01
               0.7 30.16 0.8921 5.69
Experimental results show that the method performs when there is a balance 
between global and local features. It is observed that  excessive global 
features cause over-smoothing whereas excessive local features causes 
unbalanced contrast and staggered edges.   

Method Non-Local 
Attention

Adversarial 
Learning

PSNR 
(dB)

SSIM NIQE

NL-FFC ✔ ✔ 26.81 0.8651 4.89

FFC X ✔ 25.89 0.8524 5.10

NL-FFC ✔ X 32.760 0.9018 5.97

FFC X X 30.14 0.8876 6.14

         HR                              ⍺ = 0.3                       ⍺ = 0.5                   ⍺ = 0.3 

The proposed method and previous works have already shown 
remarkable improvement in image quality by using long range features. 
However, these approaches are still limited by the computational 
complexity. The future scope of this work involves efficient global features 
learning algorithms for real-time super resolution.

DBPN EDSR SAN CSNLN Ours
Params 10M 43M 16M 3M 0.423M
FLOPS(G) 5209.4 1338.8 3835.9 2245.2 423.2

Complexity Analysis


