
BSRT: Improving Burst Super-Resolution with Swin Transformer and Flow-Guided Deformable Alignment

Contribution

Key Contributions:
n Efficient pipeline for RAW bursts processing.
n Pyramid flow-guided deformable convolution

module for image alignment.
n Transformer-based burst feature extraction

and reconstruction.

Framework

d) An overview of the proposed framework. 

The network inputs a sequence of low-quality RAW images and outputs a high-
quality RGB image. We use SpyNet to estimate the flows which are required in
the alignment module. Swin Transformer blocks are introduced as the backbone.

Experimental Results

Quantitative results: Our method achieves the best performance on both synthetic and real-world datasets.

Code: https://github.com/Algolzw/BSRT
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b) RAW processing pipeline of EBSR.
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c) New processing pipeline of our approach.

U
ps

ca
le

⊕Co
nv

ST
 B

lo
ck

Feature Extraction
RAW Burst Input

… "#"$%#"$

PixelShuffle ×2

"#

"$…

SpyNet

Pyramid FG-DCN
Alignment

Top-3 Level Flows

Fu
sio

n

ST
 B

lo
ck

ST
 B

lo
ck

ST
 B

lo
ck

ST
 G

ro
up

ST
 G

ro
up

ST
 G

ro
up

ST
 G

ro
up

U
ps

ca
le

Reconstruction

HR Image

ST
 B

lo
ck

ST
 B

lo
ck

ST
 B

lo
ck

ST
 B

lo
ck

ST
 B

lo
ck

Swin Transformer Group

Co
nv

PixelShuffle 
×2

Co
nv

a) Visual comparison on BurstSR dataset.

For the flow-guided deformable convolution (FG-DCN) module, the flow is pre-
calculated from the SpyNet, which could perform a coarse alignment, enabling
the network to align images more effectively. On the top of the FG-DCN, a 3-
levels pyramid structure is applied to the feature alignment step to further improve
the performance. By doing so, features can be refined with multi-scale information
and thus raise superior to other MFSR approaches especially in noise reduction.
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e) Flow-guided deformable
convolution network.

f) Pyramid network structure for
deformable alignment.

Pyramid Flow-Guided Deformable Alignment

In our approach, all features are extracted from the
low-resolution space, and upscaled before alignment,
which is effective and computationally efficient.

g) Performance comparison on 
Synthetic dataset.

Table 1. Comparison between our methods and other approaches. All
models for real-world data are first pretrained on the synthetic dataset.

Table 2. Ablation study.

Table 3. Top-5 ranked teams for NTIRE
2022 Burst SR Challenge Track 2.
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h) Performance comparison on 

Real-world dataset.


