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Contributions
 We propose a Lightweight CNN Backbone (LCB), which use High 

Preserving Blocks (HPBs) to dynamically adjust the size of the feature map 
to extract deep features with a low computational cost.

 We propose a Lightweight Transformer Backbone (LTB) to capture 
long-term dependencies between similar patches in an image with the help 
of the specially designed Efficient Transformer (ET) and Efficient Multi-
Head Attention (EMHA) mechanism.

 A novel model called Efficient SR Transformer (ESRT) is proposed to 
effectively enhance the feature expression ability and the long-term 
dependence of similar patches in an image, so as to achieve better 
performance with low computational cost.

The inner areas of the boxes with the same color are similar to each other. 
Therefore, these similar image patches can be used as reference images for 
each other, so that the texture details of the certain patch can be restored with 
reference patches. Inspired by this, we aim to introduce the Transformer 
into the SISR task since it has a strong feature expression ability to model 
such a long-term dependency in the image.

Recently, some Vision-Transformer have been proposed for computer vision 
tasks. However, these methods often occupy heavy GPU memory, which 
greatly limits their flexibility and application scenarios. Moreover, these 
methods cannot be directly transferred to SISR since the image restoration 
task often take a larger resolution image as input, which will take up huge 
memory. Therefore, we aim to explore a more efficient Transformer.
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