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Motivation & Contributions

 We propose a lightweight and efficient Multiple Degradation and 
Reconstruction Network (MDRN) for image denoising, which can 
progressively remove image noise.

 We propose a Multi-Scale Aggregation Group (MSAG) for feature 
extraction. MSAB is the basic components of MDRN, which can extract 
rich multi-scale features with few parameters.

 We propose two Heterogeneous Knowledge Distillation Strategies 
(HKDS) for SID. With the help of HKDS, MDRN can learn richer and 
more accurate features from the teacher model.

Different from previous works that blindly increase the depth of the network, 
we explore the degradation mechanism of the noisy image and aim to introduce 
the knowledge distillation strategy to the model.


