
Feature Extractor of Contrastive Loss

Warm-start training strategy
n In the first stage, the model is trained from scratch.
n In the next stage, load the weights from previous stage and train model   

with same settings.
n Train a model in multiple stages to get better results.

RLFN for NTIRE 2022 challenge

Residual Local Feature Network for Efficient Super-Resolution 
Fangyuan Kong*, Mingxi Li*, Songwei Liu*, Ding Liu, Jingwen He, Yang Bai, Fangmin Chen, Lean Fu

* Indicates equal contribution

Introduction
n Residual local feature block (RLFB),  faster and effective.
n Novel feature extractor of contrastive loss, suitable for super-resolution.
n Warm-start training strategy to boost the SR performance.
n Winner of NTIRE 2022 efficient super-resolution challenge.

Inference Time AND Parameters

The inference time and parameters for 4x SR on Urban100 dataset

Average PSNR/SSIM Results

Framework

n Residual Local Feature Block

n Simplify ESA 

Pruning sensitivity analysis shows high redundancy in Conv Groups, 
so we set Conv Groups = 1.

Shallow features preserve more accurate details and textures

Tanh has stronger response than relu.
We use two conv + tanh as feature extractor.
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