
Public Comparison
 For CSIQ and TID2013, our proposed GSN is more robust and 

ranked in the top two in terms of main score.
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Introduction
 The method of extracting image gradient information by CNN is  

effective but ignores the key fine-grained information. 
 Traditional regression networks use an MSE function to supervise 

the network output, but do not take into account the logical 
relationship of image quality score ranking.

 Our work focuses on efficiently extracting contrast gradient 
information of image pairs in the full reference problem.

Proposed Method
 Combined with Central Difference Convolution (CDC), which can 

efficiently extract gradient features and semantic features.

 Gradient Siamese Network (GSN), based on CDC and spatial attention.  
A multi-level feature fusion module that concatenates features at the same 
level and then fuses features from different levels.

Ablation Studies
 All models using CDC can achieve an MS value over 1.6, which 

demonstrates that CDC is beneficial and effective in IQA.
 The MS score of M2 (CNN & MSE+KL) is 0.053 higher than the MS 

score of M1 (CNN & MSE) by adding KL function.

Conclusion
 Central difference convolution is introduced to GSN for the image 

fine-grained.
 A fusion structure is incorporated which handles multi-level features.
 KL divergence loss helps improve prediction accuracy.

Loss Function
 We successfully apply KL divergence loss to image quality 

assessment task for raising the importance of relative order learning.
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NTIRE 2022 IQA-FR Challenge
 GSN won the second

place in NTIRE track 1
Full-Reference!

 Visual result from the validation set of the NTIRE 2022 challenge.
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