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Quantitative results of our model on Interpolation task compared to Boundless[22] and CV2 Bicubic interpolation.
Input Our MethodCv2 BicubicMask Boundless

Conventional inpainting Task for stroke masks on four datasets. 

Out-painting Task for Completion and Expend masks on four datasets. 

Mask Input image Result Mask Input image Result Mask Input image Result

Interpolation-inpainting Task for Every N Line and Nearest Neighbor on four datasets. 

Quantitative results of our proposed model on all of the datasets for four datasets. 

Ablation study on Partial of Places test set. The test set contains 1,000 images for each type 
of mask. 𝐁 means our backbone. 𝐁𝟑𝐬 demonstrate 3 stage multi-scale progressive learning. 
and 𝐁𝟓𝐬 demonstrate 5 stage backbone (adding two extra scale 𝟐

𝟒
𝐱 and 𝟐

𝟐
𝐱 after stage 1 and 

stage 2). SA means add semantic aware Patch GAN discriminator in the model. 

Comparing our methods with 
SOTA out-painting tasks on Places 

dataset. We provide FID scores 
since FID correlates with 
perceptual quality best. 

Total network.
We progressively apply our backbone in different scales at different image size in a 
coarse-to-fine manner. We use Coarse-to-fine network architecture with gated conv 
as backbone. The network architecture of our improved model is shown in Figure.

Progressive learning Method 
We use multi scales strategy in our method. Firstly, we set the number of stages as 
three in the #
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scales inpainting task. That is, in each stage, the model performs 
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𝑥, 1𝑥 → 1𝑥 inpainting tasks sequentially. The training starts from 

stage one, which produces the #
$
𝑥 scale image from the first stage. After the end of 

first stage, we unsampled it to $%𝑥 scale and combined it with background pixels 
from #

%
𝑥 scale input as the input of stage 2. We froze stage 1 parameters when train 

stage 2. When we train stage3, the procedure is the same with stage 2. We also 

found that adding two extra scale %
&
x and %

%
x after stage 1 and stage 2 could 

improve model performance. 

Background: Existing inpainting works:
• Hard to generalize well to multiple inpainting scenarios simultaneously.
• Require specific design for different types of masks.
Motivation:
• We address this problem by proposing a progressive learning scheme to an Semantic Aware 

Generative Adversarial Network (SA-Patch GAN). 
Contributions: 
• Progressive learning are applied to the network to make the overall training procedure more stable. 
• We use semantic information from a pretrained deep network to enhanced semantic awareness of 

the discriminator in a Patch-GAN, which is a stabilization our training and improve our 
performance. 

• Our method has achieved the 3rd place on the NTIRE 2022 Inpainting public leaderboard (the 3rd 
on both PSNR and SSIM) and significantly out- performs existing methods on benchmark datasets. 

1. Overview

2. Methods

3. Experimental results

Quantitative results of our proposed model on Partial of Places datasets with different mask types. 
Our Partial test set contains 1, 000 × 7 × 4 images for seven type of mask on four dataset. 

Quantitative comparison of our model with SOAT conventional 
inpainting methods on Places2 validation images (1,000) with 

irregular masks. † denotes the results are copy from [32] 

Semantic aware patch GAN (SA-Patch GAN) 
In the original cGAN paper, a one-hot class label y is passed 
into the discriminator in addition to the image x to be 
classified as real or fake. The discriminator output is: 

(1)
𝜙 is a learned function mapping an image to a vector. 𝑓' is a 
learned fully-connected layer that maps that vector to a
scalar, 𝑓( is a learned fully-connected layer mapping y to a 
vector of the same size as the output of 𝜙. 
We change Eq.1 to add semantic condition:

(2)
𝑀 is the input mask. The architecture of 𝜙 is consists of six 
stride convolutional layers, followed by a fully connected 
layer. The output dimensions of 𝜙 and 𝑓) are both 256. 

We list some examples of mask in 7 types and split these masks into
three kinds of inpainting tasks: Inpainting, Interpolation, Out painting. 

Coarse-to-Fine deep inpainting network
The network architecture of our improved model is shown in 
Figure. We use progressive learning based on Deepfillv2. We 
select Deepfillv2 because it achieves a good balance between 
efficiency and performance.  
The model is based on gated convolutions which is used to 
learn a dynamic feature selection mechanism for each channel 
at each spatial location across all layers, significantly improve
the color consistency and inpainting quality of free-form masks 
and inputs. 

The network architecture of our improved model 


