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Motivation

Figure 1: Our approach is able to remove the 
degradation and produces visually more pleasing results.

Table 1. Quantitative evaluation on DIV2K and 
comparison with state of the Art.

• Recent methods proposed alternatives and
  approximations to the true image prior

• With normalizing flows, we have an approach for a
  tractable and exact log-likelihood computation

• The goal is, to learn a distribution of target high quality 
  content to serve as a prior in the MAP formulation.

Contributions

• Our work is the first that uses normalizing flows to learn
  a prior for generic image restoration

• We take advantage of the bijective mapping learned 
  by our model to express the MAP problem of image
  reconstruction in latent space

• We propose to regularize the base distribution space 
  with new loss terms, which yield a better behavior 
  during the MAP inference

Phase 2: Image restoration using the prior

Overview

Figure 2: Results on DIV2K dataset. The proposed prior is 
used to restore images of arbitrary size.


